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But First, a Story

Imagine the following scenario

You’re visiting a long lost cousin in the U.S. state of Wisconsin

It’s a nice sunny day so you’ve decided to spend some time at a local
park

Soon the heat starts to get to you and you find yourself in need of a
drink

Luckily you see a local and ask them if they could point you to a
drinking fountain

Their response: ‘There’s a bubbler just over there!’
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Morales of the Story

What does that story teach us?

1 Humans are great at natural language processing (NLP)
2 Natural language data is complex

Semantics
Syntax
... and many more

3 Context is key

Need a mathematical representation for natural language data!
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}
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Word Embeddings

Definition
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Types of Representations

Definition

We say a vocabulary of words has been one-hot-encoded if

each word is represented by a vector with dimension equal to the size
of the vocabulary

the entries of the vectors corresponds to a specific word in the
vocabulary.

the i th word in our vocabulary is represented by a vector with a value
of 1 in the i th entry and 0 in all other entries.
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

we =


0.98
−1.45
0.22
0.06
−3.78
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

are =


5.23
0.63
0.28
0.06
0.40
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

going =


−0.32
0.33
2.79
0.45
0.73
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

to =


1.98
0.88
0.23
0.03
3.40
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

create =


0.41
0.60
−0.42
0.55
0.78



Nate Stringham (Pomona College) Latin Word Embeddings April 10, 2020 7 / 22



Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

some =


0.88
−0.45
−0.23
0.06
0.69
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

latin =


3.20
0.51
−0.72
0.08
1.50
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

word =


−0.47
0.45
0.97
0.68
−0.78
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Word Embeddings

Definition

A word embedding is a vector wi ∈ Rn where wi represents the i th word
in the vocabulary.

V = {we, are, going, to, create, some, latin, word, embeddings}

embeddings =


6.23
−0.78
0.93
−0.03
0.44
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Types of Representations

Definition

We say a vocabulary of words has been one-hot encoded if

the dimension of each vector is equal to the size of the vocabulary

the i th word in the vocabulary is represented by a vector with a value
of 1 in the i th entry and 0 in all other entries.

Definition

An embedding is said to have a distributed representation if each word is
represented by a vector of weights where each entry is a real number.

Key Difference

One-hot are sparse and large, distributed are dense and small!
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word2vec

word2vec

method for creating ditributed word embeddings.

‘looks’ at words in context

"Flectere si nequeo superos Acheronta movebo".

Architectures

Continuous Bag of Words (CBOW)

maximize the probability of predicting target words from context

Skipgram

maximize the probability of predicting context words from target
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Visual Intuition
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Learning using a skipgram

Given a corpus of words w, w, . . . , wT the skipgram minimizes



T

T∑
t=

∑
−c≤j≤c,j 6=

log p(wt+j |wt) (1)

where

p(a|b) =
exp(v′>a vb)∑W
w= exp(v′>w vb)

(2)

where W is the size of our vocabulary and v′w and vw are the input and
output vector representations of word w.
The weights for each word are updated using stochastic gradient descent

wt+ = wt + ηt
∂

∂w
`(w) (3)
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Training a Latin Model

What (if anything) makes training Latin word embeddings different?

Latin is ”morphologically rich”

5 declensions
4 tenses
3 genders

Latin text data is comparatively scarce

Historical documents

Under-resourced and under-studied

few benchmarks for comparing results
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My Latin Models

3 Different Data Sources

1 Medieval Latin - 1.7 million tokens, 75 thousand unique

2 Christian Latin - 2.7 million tokens, 90 thousand unique

3 Full Latin - 8.3 million tokens, 236 thousand unique

2 Model Types

1 word2vec

2 Fasttext (n-grams)
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The Evaluation Problem

After a thorough training of your model(s) we are excited to see how
‘good’ our embeddings are. So, we inspect a few of them.

Problem

How to evaluate ‘goodness’?

Solution

1 Use as input to some other downstream NLP task

2 Devise ‘evaluation tasks’ and test performance

Desirable Attributes

capture semantic similarity

capture syntactic similarity
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Odd-One-Out Evaluation

Examples

pirum, pruna, baca, olea, denarius

pear, plum, berry, olive, denarius

Can you pick the odd one out?
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Odd-One-Out Evaluation

Examples

consul, tribunus, praetor, magistris, episcopi

consul, tribune, praetor, magister, bishop

Can you pick the odd one out?
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Odd-One-Out Evaluation

Examples

homines, feminae, liberi, vir, fratres

men, women, children, man, brothers

Can you pick the odd one out?
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The Odd-One-Out Task

To play the game with our model, we do the following:

Pick 2 categories of words

Form a grouping of k in-words 1 out-word

Find the mean of the vectors in the group (the center)

Compute the cosine distance between each word and the center

Pick the word with the largest distance as the odd-one-out

Check to see if chosen word is from the out-category
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Top K Similarity

Another strategy: look at what’s nearby
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Top K Similarity

Another strategy: look at what’s nearby

miles soldier

milito to be a soldier
centurio centurion
exerceo train
legio legion
cohors cohort/company
militaris military
dux leader
cohorto to exhort
castra camp
hostis enemy

Table: Top 10 most similar words
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Top K Similarity

Another strategy: look at what’s nearby

denarius coin (1/7 oz silver)

talentum talent
nummus money
uncia ounce
sestertius coin (1/4 of a denarius)
deni group of ten
centum one hundred
quinquageni fifties
viceni twenties
centeni hundreds
ducenti two hundred

Table: Top 10 most similar words
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Top K Evaluation

Examples

caesar

miles antonius rex roma

caesaris caesarem caesare pompeius antonius pompeium

Scores

category-in-topk accuracy = 1
6

topk-in-category accuracy = 1
4
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Top K Evaluation

To play the top k game

Create a category of similar words

Pick one word from the category and find the top k closest vectors

Find matches by comparing top k words to the unused words in our
category

Calculate a score by dividing by either

k
the size of the category - 1
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From Tasks to Accuracy Scores

Problem

How to test the model as a whole?

Solution

We construct a test set of words separated into categories of interest.
Those categories form the basis for performing our two evaluation tasks.

religious titles religious figures countries cities

papam ambrosius hispania roma
archiepiscopus augustini gallia mediolanum

episcopus gregorius italia byzantium
apostolus aquinas germania carthago
presbyter hieronymus graecia troiae
propheta eusebius syria NA

Table: A portion of my test set
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Scores of Interest from my Models
Accuracies for k = 3

Christian

odd-one-out = .815
topk-in-category = .036
Category-in-topk = .053

Medieval

odd-one-out = .722
topk-in-category = .019
category-in-topk = .029

Full

odd-one-out = .825
topk-in-category = .052
category-in-topk = .075
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This is the End

DIXI
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